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These maps have an extremely unbalanced distribution of edges and corners, so we 
introduce the ponder factors λ 1 and λ0.

Apart from encouraging the output images       to match the target images      , we also 
encourage them to have same feature representations.
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-96.2% accuracy on SUN360 dataset.
-Able to generalize: 91.6% acc. on Stanford2D-3D dataset.

We outperform the State of the Art in all the metrics while being faster.
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-General Layouts: Not limited to box-type
-Cleaner edges around the boundaries

We randomly sample corners to generate layout hypotheses following 
the Manhattan World Assumption. We include the possibility of 
introducing new corners for those cases that they are not visible due to 
the scene convexity or occlusions.

Finally we choose the best fitting solution with the Edge and Corners Maps
obtained trough our FCN by the following function:

We build our model over ResNet-50 pre-trained on ImageNet dataset.
- Residual networks allow to increase depth without increasing the number of 
parameters with respect to their plain counterparts.
- Faster convergence due to the general low-level features learned from ImageNet.

- We propose a unique branch for multi-tasking to reduce computation time and 
the number of parameters. 
- We introduce skip-connections between encoder and decoder.
- We perform preliminary predictions in different resolutions which are concatenated.
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